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Abstract—Engineered biotechnologies are powered by syn-
thetic gene regulation and control systems, known as genetic
circuits, which must be modular and robust to disturbances if
they are to perform reliably. An emerging family of regulatory
mechanisms is mediated by clustered interspaced palindromic
repeats (CRISPR) that can both interfere with (downregulate)
or activate (upregulate) a given gene’s expression. However,
all CRSIPR regulation relies on a shared resource pool of
dCas9 proteins. Hence, a circuit’s components can indirectly
affect one another via resource competition – even without any
intended interactions between them – which compromises the
modularity of synthetic biological designs. Using a resource-
aware model of CRISPR regulation, we find that circuit modules
which simultaneously subject a gene to CRISPR interference
and activation are rendered robust to resource competition
crosstalk. Evaluating this architecture’s simulated performance,
we identify the scenarios where it can be advantageous over
the extant resource competition mitigation strategies. We then
consider different feedback architectures to demonstrate that
combining opposite regulatory interactions overcomes the trade-
off in robustness to perturbations of different nature. The motif
of combined positive and negative regulation may therefore give
rise to more robust and modular biomolecular controllers, as
well as hint at the characteristics of natural systems that possess
it.

Index Terms—Synthetic Biology, Genetic Expression, Mathe-
matical Models, Robustness, Control Design

I. INTRODUCTION

Synthetic biology aims to engineer cells with desired useful
behaviours to tackle industrial, medical and other problems
facing humanity. These behaviours involve reacting to different
inputs provided to the cell, which it must sense, integrate and
act upon in a reliable and predictable manner. To achieve this,
cells are conferred with synthetic DNA that encodes genetic
circuits, whose genes influence each other’s activity so as to
process the information. By combining circuit modules with
different functions, highly specific responses to inputs can be
achieved [1], [2].

One mechanism that allows genes to affect each other’s
expression is mediated by clustered regularly interspaced short
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palindromic repeats (CRISPR). A single guide RNA (sgRNA)
molecule can bind a deactivated Cas9 (dCas9) protein to form
a CRISPR complex which recognises and binds with a target
DNA sequence within the gene of interest. This can repress the
target gene’s activity via CRISPR interference (CRISPRi) [3].
However, recent modifications of the CRISPRi system have
allowed to leverage the same mechanism to enable CRISPR
activation (CRISPRa) of the target gene instead [1], [4], [5].

Combining sgRNA genes that activate and repress each
other or protein-encoding genes (which act as the system’s
outputs) can produce a wide range of complex genetic circuits.
Since sgRNAs’ targets and effects can be easily altered by
changing their sequence, CRISPR circuitry has outstanding
flexibility, programmability and multiplexing capacities [4]–
[6]. Furthermore, protein production burdens engineered cells,
impairing their growth and viability. However, CRISPR cir-
cuits only rely on the dCas9 protein, while new functionalities
can be added by introducing new sgRNAs, whose synthesis is
much less burdensome. CRISPR-based designs can thus be
scaled up with little effect on cell growth [6], [7].

However, all CRISPR-mediated interactions depend on the
shared pool of free dCas9 proteins. If a given sgRNA’s
abundance is increased, it sequesters more of the dCas9
protein, shrinking the overall free resource pool and therefore
weakening the regulatory effects of all other sgRNAs in
the cell [1], [8]. The possibility of a single circuit element
affecting all other CRISPRi/a interactions, even when it is not
intended to do so, compromises the modularity of CRISPR
circuits [3], [9].

Non-modularity complicates the forecasting of a circuit’s
behaviour based on how its components act in isolation.
Nonetheless, the performance of CRISPR-based designs can
still be predicted and analysed using resource-aware math-
ematical models [3], [8]. Moreover, by enabling numerical
prototyping of genetic circuits, these models allow to develop
biomolecular controller architectures aimed at minimising the
impact of competition for dCas9 proteins [1], [9].

Expanding the toolkit of such competition-mitigating con-
trollers, in this work we demonstrate that simultaneously sub-

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted March 24, 2024. ; https://doi.org/10.1101/2024.03.22.586143doi: bioRxiv preprint 

https://doi.org/10.1101/2024.03.22.586143
http://creativecommons.org/licenses/by-nc-nd/4.0/


jecting a gene to CRISPR activation and interference renders it
robust to fluctuations in resource availability. Using a resource-
aware modelling framework, we compare the simulated per-
formances of this and other CRISPR circuit architectures. We
then apply the principle of combining CRISPRi and CRISPRa
regulation to feedback loop design, showing how it allows
to overcome a trade-off in robustness of gene expression to
different types of perturbations.

II. METHODS

A. Mathematical model

We consider the dCas9-AsiA implementation of CRISPRi/a
regulation in E. coli cells, where a transcription activation
factor is directly tethered to the dCas9 protein [4]. Therefore,
CRISPRi and CRISPRa complexes are formed via the same
mechanism, and the only difference between them is the
target DNA sequence’s location in the regulated gene. While
CRISPRa complexes land upstream of the gene to let the
tethered factor recruit expression machinery at the gene’s
promoter, CRISPRi complexes land on or after the promoter to
prevent the repressed gene’s DNA sequence from being read
[4], [5]. To model this with ordinary differential equations
(ODEs), we formulated a framework based on [1] and [9],
where sgRNA is assumed to bind and dissociate from dCas9
on a much faster timescale than all other reactions in the cell.
The meaning and values of our model’s parameters are given
in Table I.

Let the cell host an output protein gene and some or all of
the sgRNA genes from the set G = {i, a, c, f}. The sgRNAs
interfering with and activating the output gene’s expression
are labelled i and a respectively, whereas perturbations to free
dCas9 availability are caused by the ‘competitor’ sgRNA c.
Finally, to benchmark the proposed combined CRISPRi/a ar-
chitecture against an existing biomolecular feedback controller
for mitigating dCas9 competition, we also include a ‘feedback’
sgRNA f . The concentration of the unbound sgRNA encoded
by a gene j ∈ G is governed by (1):

ġj = Rjαgj − (λ+ δgj )gj − λdT
gi/Ki

1 +
∑

l∈G gl/Kl
(1)

Here, the first term stands for sgRNA synthesis, the second
describes its degradation and dilution due to cell division,
and the third captures the net removal of sgRNA as it forms
CRISPR complexes which then get diluted as the cell dvivides.
The variable dT stands for the total concentration of dCas9
proteins (be they free or bound by sgRNAs), whereas Rj is a
circuit-dependent function capturing the regulation of gene j’s
expression. Rj may thus depend on both CRISPR action and
the external input uj , enacted via optogenetic regulation or the
addition of chemical inducers to the cell culture medium.

As shown in Fig. 1, the free gene j sgRNAs bind dCas9 with
an association constant Kj to form CRISPR complexes that
have a total concentration of cTj nM . Among these, cj nM
are free-floating, and the rest are bound to their target DNA
sequences with an association constant Qj . This leaves Dj out

free sgRNA

gj cj

free CRISPR complex DNA-bound
CRISPR complexfree 

dCas9

free target 
DNA

Kj

Qj

DTjDj

cTj

dT

Fig. 1. Different states of the sgRNA encoded by a gene j and the variables
describing their abundances. Note that the total dCas9 level dT will also
include CRISPR complexes with all other sgRNAs if they are present.

of DT
j nM of target DNA free from CRISPR complexes. All

these concentrations can be found according to (2)-(4):

cTj = dT
gi/Ki

1 +
∑

l∈G gl/Kl
(2)

cj =
1

2
(cTj −DT

j −Qj) +
1

2

√
(cTj −DT

j −Qj)2 + 4cTj Qj

(3)

Dj = DT
j

Qj

Qj + cj
(4)

Only the gene copies unhindered by CRISPRi complexes
can be expressed. Hence, negative regulation of a target gene
by interfering sgRNAs gi or feedback sgRNAs gf is captured
by the functions Fi and Ff , respectively:

Fi =
Di

DT
i

=
Qi

Qi + ci
and Ff =

Df

DT
f

=
Qf

Qf + cf
(5)

Conversely, while some ‘leaky’ expression of CRISPR-
activatable genes without an upstream CRISPRa complex is
possible, high expression only occurs when the sgRNA-dCas9
complex is bound to its target. Hence, the effect of CRISPR
activation is described by (6).

Fa = F 0
a

Da

DT
a

+ (1− F 0
a )

DT
a −Da

DT
a

=
F 0
aQa + ca
Qa + ca

(6)

Lastly, since the competing sgRNA is only considered as a
disturbance, a definition for Fc is not needed. If a gene is co-
regulated by CRISPR interference and activation, the spatially
separate locations of target sites allow to assume that CRISPRi
and CRISPRa complex binding occurs independently. The
overall effect of the two regulatory mechanisms can therefore
be found by multiplying Fi by Fa [1].

We also model concentrations of the dCas9 protein (dT ) and
the circuit’s output protein (p), whose dynamics are captured
by (7). The positive terms of these ODEs capture protein
synthesis and therefore include the circuit-dependent gene
regulation functions Rd and Rp. The negative terms stand for
protein removal by dilution but not active degradation, as the
rate of most proteins’ degradation is negligible compared to
that of cell growth [10].

ḋT = Rdαd − λdT and ṗ = Rpαp − λp (7)
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TABLE I
PHYSIOLOGICAL MEANING AND VALUES OF MODEL PARAMETERS.

Parameter Significance Valuea Units
αgi , αga , αgc Max. sgRNA synthesis

rates
1.5 · 104 nM/h

αgf Max. feedback sgRNA
synthesis rate

1.17 · 105 nM/h

δgi , δga , δgc , δgf sgRNA degradation rates 12 h−1

λ Cell growth rate 0.6 h−1

Kj sgRNA-dCas9 dissociation
constant

0.01 nM

Qj CRISPR complex-target
DNA dissociation constant

0.5 nM

DT
i , DT

a , DT
c Total target DNA sequence

concentration
200 nM

DT
f Total dCas9 gene DNA se-

quence concentration
30 nM

F 0
a Leaky exp. from CRISPR-

activatable promoter
0.05 None

αd Max. dCas9 synthesis rate 1.08 · 103b nM/h
αp Max. output protein syn-

thesis rate
5.04 · 103 nM/h

aTaken from [4] for leaky expression F 0
a and from [9] for other parameters.

b1.08 · 107 nM if feedback controller of dCas9 expression is present, since
a stronger promoter is used [9].

B. Computational methods

The model, implemented in Python 3.9, was simulated using
the diffrax 0.4.0 package’s Kvaerno3 integrator and the
JAX 0.4.12 package. Circuit steady states were retrieved by
integrating ODEs over 24 h of simulated time. All code used
in the study is available at https://github.com/KSechkar/pos
neg reg.

III. RESULTS AND DISCUSSION

A. Supplementary repression reinforces positive regulation

Consider a genetic circuit module that consists of a single
output protein p and an sgRNA ga that activates its expres-
sion (Fig. 2a). Varying the extent of the activating sgRNA
gene’s induction ua (e.g. by adding different chemical inducer
concentrations to the cell growth medium) allows to control
the output protein’s steady-state level according to the dose-
response curve in Fig. 2c. However, if another sgRNA gc, part
of a different circuit module, appears in the same cell, it can
sequester dCas9 proteins away from ga, weakening the output
gene’s activation. Thus, higher activating sgRNA levels are
needed to achieve the same expression of protein, which shifts
the dose-response curve. The module of interest’s behaviour is
therefore conditional on the rest of the system, which renders
the circuit non-modular.

Let us now augment the module of interest with a supple-
mentary repressive (SR) interaction, enabled by an interfering
sgRNA gi, which together with ga regulates the output gene
alongside ga as shown in Fig. 2b. Then, while the competing
sgRNA gc still reduces resource availability, this weakens both
the output gene’s activation by ga and its repression by gi. The
opposite and antagonistic effects of disturbance on the two
regulatory interactions mitigate each other, making the dose-
response curve for ua more consistent with its undisturbed

shape and restoring modular behaviour (Fig. 2d). For instance,
the half-saturation point u0.5

a corresponding to Rp = 0.5
changes only ≈ 3-fold with SR instead of ≈ 16-fold in the
basic CRISPRa case. Adjusting the interfering sgRNA gene’s
induction level ui allows to tune the strength of supplementary
repression to optimise the module’s performance.

Besides the basic CRISPRa and the SR architectures, we
also consider the case where gi is present but acts off-target,
regulating not p but some other gene (Fig. 3a). This allows
to explore the possibility that improved module robustness is
caused not by supplementary repression, but rather by a lower
baseline resource availability. Indeed, with additional sgRNAs
present from the start, the appearance of the same amount of gc
causes a smaller relative change in demand for dCas9. Finally,
we benchmark supplementary repression’s ability to mitigate
the effects of resource competition against an existing strategy
proposed to this end – that is, negative feedback regulation of
dCas9 synthesis by a ‘feedback’ sgRNA gf (Fig. 3b) [9].

The robustness of all these architectures’ input-output re-
sponse to competition for dCas9 can be compared using a
quantitative metric ρ defined in (8). This formula considers the
square of the error that the appearance a competing sgRNA
(i.e. uc being set to 1 from 0) introduces to the steady-state
output protein level p for different extents of the activating
sRNA gene’s induction. Integration over the logarithm of ua

mimics serial dilution of a chemical inducer in the culture
medium. Meanwhile, the chosen range 1.8 · 10−4 < ua < 1
starts at the extent of leaky expression in absence of any in-
ducer molecules and ends at the full induction of an inducible
promoter such as pLux [9].

ρ =

 log 1∫
log 1.8·10−4

(p(ua, uc = 1)− p(ua, uc = 0))2 d (log ua)


−1

(8)
Fig. 3c shows that the SR architecture’s robustness ρ

exceeds that of both basic CRISPRa regulation and the off-
target activation design for all ui values. Confirming that it
mitigates resource competition’s influence on a model, these
observations also demonstrate that the performance improve-
ment caused by SR cannot be explained solely by a higher
baseline level of competition for CRISPR moieties.

While feedback control of dCas9 expression, conversely,
remains more robust to disturbance than the SR design for
most ui values, supplementary repression may be more advan-
tageous for a circuit’s input-responsiveness. Namely, Fig. 3d
displays the fold-change in the output protein level as ua is
increased from the minimum of 1.8 ·10−4 to the maximum of
1. When the interfering sgRNA’s expression is sufficiently high
(ui ≥ 2 · 10−3), this fold-change for SR can be several orders
of magnitude above that of all other architectures considered,
which enables a much clearer contrast between the ‘on’ and
‘off’ states of a module. This improved responsiveness can
be explained by the two-fold positive effect of the activating
sgRNA on the output. First, there is the direct upregulation
of the output gene by CRISPRa complexes. Second, with few
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Fig. 2. Comparison of basic CRISPR activation and CRISPRa with supplementary repression. (a–b) Schematics and definitions of regulatory functions in (1)
and (7) for the two architectures. (c–d) Example dose-response curves with and without the competing sgRNA present for basic CRISPRa and SR, respectively.
The SR curve is displayed for ui = 10−2.

activating sgRNAs present, CRISPRi complexes reduce leaky
expression by repressing the output gene. When ua increases,
this negative regulation is eliminated as the more abundant
activating sgRNAs take dCas9 away from the interfering
sgRNA, whose levels remain constant. With the output protein
concentration decreased by SR in the ‘off’ state but unaffected
in the ‘on’ state, the overall fold-change in the output rises.

B. Combining negative and positive regulation to overcome
the robustness trade-off in feedback control

Besides reinforcing the modularity of open-loop circuit
architectures such as our SR design, appreciation of the
robustness-improving effect of combined positive and negative
regulation can also highlight and overcome the trade-offs in
biomolecular feedback controller design.

Negative feedback loops are aimed at achieving reliable and
consistent input-output behaviours of a system in the face of
external disturbances. Compared to open-loop architectures,
systems with feedback control show superior efficiency and
robustness to perturbations [11], [12]. On the other hand,
feedback loops create a new source of disturbances and
variations originating from the circuitry that enables control
action [13]. To this kind of disturbances, conversely, open-loop
architectures are perfectly robust since they simply lack any of

the susceptible elements. The design of reliable and efficient
controllers therefore requires achieving a balance between
robustness to external and controller-associated perturbations.

For biological systems, external disturbances in this case
include shifts in gene expression rates, cell growth rate fluc-
tuations or changes in the cell culturing conditions [11], [12].
A major controller-associated disturbance is competition for
the cellular resources required to exert control action, such
as dCas9 proteins if feedback is implemented using CRISPR-
mediated regulation [2], [3], [9].

To illustrate the trade-off between robustness to these two
kinds of disturbance, in Fig. 4 we simulate different architec-
tures’ response to an external transcriptional perturbation and
a controller-associated perturbation in the form of increased
demand for dCas9 proteins, where smaller peak deviation
in the output protein concentration and shorter settling time
indicate greater robustness to a given kind of disturbance.
Open-loop control of protein levels (Fig. 4a) is indifferent to
the appearance of a new sgRNA gc but highly susceptible
to transient changes in the output protein gene’s transcription
rate (e.g. due to a temporary shift in the chemical inducer’s
concentration). Meanwhile, a simple cis feedback loop [12],
where the controlled gene represses itself due to being co-
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Fig. 3. Exploration and benchmarking of the SR architecture performance. (a–b) Schematics and definitions of regulatory functions in (1) and (7) for the
off-target interference and feedback control architectures considered in addition to basic CRISPRa and SR from Fig. 2. (c–d) The four considered architectures’
robustness to resource competition ρ for different levels of induction of the interfering sgRNA gene ui between 1.8 · 10−4 (no inducer present) and 1 (full
induction). (d) Fold-change in output protein levels between uninduced and fully induced activating sgRNA expression for different ui values. For the basic
CRISPRa and feedback control designs, which do not contain the interfering sgRNA, horizontal lines in (c–d) represent the ui-independent values of the
calculated metrics. The dotted vertical line corresponds to the ui = 10−2 case displayed in Fig. 2d.

expressed with an interfering sgRNA (Fig. 4b), can success-
fully combat transcriptional perturbations but not controller-
associated disturbances, especially for high gi production rates.
As the αi value (and thus the feedback strength) falls, the
controller’s performance approaches that of the open-loop
circuit, becoming resilient to resource perturbations at the cost
of robustness to transcriptional disturbances.

However, to reliably maintain the controlled variable at its
setpoint regardless of the perturbation, both types of robustness
should ideally be maximised. To this end, a controller should
be reinforced against the effects of resource competition.
Likewise to the previously discussed SR architecture, this can
be done by combining CRISPR interference and activation.
Trans feedback loops include an additional node which is
regulated by – and in turn, regulates – the controlled node
of interest (Fig. 4c) [12]. Exploring the design space of
maximum sgRNA synthesis rates αi and αa shows that trans
feedback occupies the middle between robustness only to
external disturbances (strong cis feedback) and robustness
to just controller-associated perturbations (open-loop system).
Moreover, in certain parameter regimes, trans feedback can

overcome the trade-off between the two kinds of fragility to
achieve near-optimal robustness to both disturbances.

C. Discussion

At its dawn, synthetic biology relied on the assumption of
modularity to simplify the process of designing genetic circuits
[2], [11]. Since then, crosstalk between different system com-
ponents via competition for shared resources has been found
to be ubiquitous across different biological processes: the
expression of all genes in the cell draws from the shared pools
of RNA polymerases and ribosomes [14], whereas sgRNAs
compete for dCas9 proteins [1], [8], [9]. Meantime, regulation
of gene activity by small RNA molecules (sRNAs) can require
chaperone proteins from the same pool [15].

At the same time, as more instances of resource competition
are discovered, insights from control theory allow to identify
common regulatory motifs that help to mitigate the unwanted
effects of module crosstalk in different contexts. It likewise
helps to determine each of these diverse mechanisms’ strengths
and weaknesses, which make it appropriate for particular
applications but less suitable for others [2].
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Fig. 4. Trade-off between robustness to external and controller-associated perturbations. (a–c) Schematics and definitions of regulatory functions in (1) and
(7) for the open-loop, cis feedback and trans feedback architectures. (d) Maximum fold-changes in the output protein’s concentration in response to external
transcriptional perturbation (ui changed from 1 to 0.25 for 2 hours) and controller-associated resource perturbation (competing sgRNA induced for 2 hours by
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between 1.08 · 102 nM/h and 6 · 105 nM/h, respectively equivalent to having an uninduced and a fully induced pLux promoter [9]. For trans feedback,
all combinations of these αi values with the same 21 possible values of αa were considered. (e) Time taken by the three architectures considered to return
within 5% of the original output protein level after disturbance is removed. The considered perturbations and parameter values are the same as in (d).

A prominent competition-mitigating feature is the combined
action of positive and negative regulation that are both affected
by changes in the demand for resources. ‘Negative competitive
regulation’ allows to mitigate the effects of competition for
RNA polymerases and ribosomes enabling gene expression
resources by introducing CRISPRi interactions, in which the
shared resources, conversely, inhibit expression [16]. Mean-
while, synthetic circuitry can take resources away from the
engineered cell’s own genes, slowing down its division, which
in turn decreases synthetic protein dilution rate and increases
its concentration. To reduce this effect, one can introduce a
supplementary repressive element that also experiences up-
regulation due to cell growth slowdown, therefore exerting
stronger negative regulation on the circuit node of interest [17].

The architectures introduced in this work share the above-
mentioned designs’ philosophy of bringing together repression
and activation. Moreover, similarly to how it mitigates cell
division rate changes, we demonstrate that supplementary
repression of a circuit node ensures robustness to changes
in the demand for dCas9. On the other hand, combined
CRISPRi/a systems possess a property that most previously

considered resource competition cases do not [2], [11], [14]
– that is, negative and positive regulation being enabled
by the same shared resource. This can give rise to unique
advantages of designs like the SR architecture discussed in this
work, even when alternative resource competition mitigation
strategies (like feedback control of dCas9 production) appear
more effective. Namely, Fig. 3d demonstrates that the twofold
effect of positive regulation in the SR circuit – direct and
via the sequestration of resources from repressive complexes
– combats leaky expression of the regulated gene, making it
more responsive to the user’s input.

These observations’ significance may go beyond CRISPR-
mediated circuitry. For instance, regulation by different sRNAs
can, too, be both positive and negative while relying on the
same shared pool of chaperone proteins [15]. Our findings
may thus be applicable to the engineering of genetic circuits
relying on these and other shared cellular resources. Further-
more, identifying simultaneous regulation by activation and
repression of the same gene in naturally occurring systems
may indicate that low leakiness is particularly important for
regulatory pathways with such architectures. Meanwhile, the
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presence of trans feedback loops may hint at fluctuations
in the availability of resources enabling control action and
the resulting need to balance the mitigation of external and
controller-associated disturbances.

IV. CONCLUSION

In conclusion, this work establishes that the combination of
positive and engative regulation promotes modularity and ro-
bustness to resource competition in CRISPR-mediated genetic
circuits. On one hand, this represents a useful consideration
in the design of novel biomolecular controllers, such as the
SR circuit proposed here. On the other, it can explain the
differences in the behaviour of known feedback architectures
like cis and trans controllers and help to achieve a trade-off
between different performance requirements. Given the persis-
tence of resource competition phenomena – and competition
mitigation strategies alike – across sundry biological contexts,
the insights outlined in this work may be useful in studying
and designing other systems with shared resource pools.

ACKNOWLEDGMENT

K.S. acknowledges support by the Clarendon Fund. H.S.
is supported in part by Engineering and Physical Sciences
Research Council projects EP/W000326/1 and EP/X017982/1.
The authors thank Prof. Y. Schaerli for discussions on the
study.

REFERENCES

[1] I. Barbier, H. Kusumawardhani, L. Chauhan, P. V. Harlapur, M. K. Jolly,
and Y. Schaerli, “Synthetic gene circuits combining crispr interference
and crispr activation in E. coli: Importance of equal guide RNA binding
affinities to avoid context-dependent effects,” ACS Synthetic Biology,
vol. 12, no. 10, pp. 3064–3071, 2023.

[2] C. D. McBride, T. W. Grunberg, and D. Del Vecchio, “Design of genetic
circuits that are robust to resource competition,” Current Opinion in
Systems Biology, vol. 28, p. 100 357, 2021.

[3] P.-Y. Chen, Y. Qian, and D. Del Vecchio, “A model for resource
competition in CRISPR-mediated gene repression,” in IEEE Conference
on Decision and Control (CDC), 2018, pp. 4333–4338.

[4] H.-I. Ho, J. R. Fang, J. Cheung, and H. H. Wang, “Programmable
CRISPR-Cas transcriptional activation in bacteria,” Molecular Systems
Biology, vol. 16, no. 7, e9427, 2020.

[5] B. I. Tickman, D. A. Burbano, V. P. Chavali, et al., “Multi-layer
CRISPRa/i circuits for dynamic genetic programs in cell-free and
bacterial systems,” Cell Systems, vol. 13, no. 3, 215–229.e8, 2022.

[6] J. Santos-Moreno, E. Tasiudi, J. Stelling, and Y. Schaerli, “Multistable
and dynamic CRISPRi-based synthetic circuits,” Nature Communica-
tions, vol. 11, no. 1, 2020.

[7] M. Bellato, A. Frusteri Chiacchiera, E. Salibi, et al., “CRISPR interfer-
ence modules as low-burden logic inverters in synthetic circuits,” eng,
Frontiers in bioengineering and biotechnology, vol. 9, pp. 743 950–743
950, 2022.

[8] S. Zhang and C. A. Voigt, “Engineered dCas9 with reduced toxicity
in bacteria: implications for genetic circuit design,” Nucleic Acids
Research, vol. 46, no. 20, pp. 11 115–11 125, Oct. 2018.

[9] H.-H. Huang, M. Bellato, Y. Qian, et al., “dCas9 regulator to neutralize
competition in CRISPRi circuits,” Nature Communications, vol. 12, no.
1, 2021.

[10] M. J. Pine, “Steady-state measurement of the turnover of amino acid
in the cellular proteins of growing Escherichia coli: Existence of two
kinetically distinct reactions,” J. Bacteriol., vol. 103, no. 1, pp. 207–215,
1970.

[11] G. Perrino, A. Hadjimitsis, R. Ledesma-Amaro, and G.-B. Stan, “Control
engineering and synthetic biology: Working in synergy for the analysis
and control of microbial systems,” Current Opinion in Microbiology,
vol. 62, pp. 68–75, 2021.

[12] C. Y. Hu and R. M. Murray, “Layered feedback control overcomes
performance trade-off in synthetic biomolecular networks,” Nature Com-
munications, vol. 13, no. 1, 2022.

[13] Y. Zhang and J. Jiang, “Bibliographical review on reconfigurable fault-
tolerant control systems,” Annual Reviews in Control, vol. 32, no. 2, pp.
229–252, 2008.

[14] A. Gyorgy, J. I. Jimenez, J. Yazbek, et al., “Isocost lines describe the
cellular economy of genetic circuits,” Biophysical Journal, vol. 109, no.
3, pp. 639–646, 2015.

[15] K. Moon and S. Gottesman, “Competition among Hfq-binding small
RNAs in Escherichia coli,” Molecular Microbiology, vol. 82, no. 6, pp.
1545–1562, 2011.

[16] A. Stone, R. Zhang, and X.-J. Tian, “Coupling shared and tunable
negative competition against winner-take-all resource competition via
CRISPRi moieties,” in American Control Conference (ACC), 2021, pp.
1–6.

[17] A. Stone, S. Rijal, R. Zhang, and X.-J. Tian, “Enhancing circuit stabil-
ity under growth feedback with supplementary repressive regulation,”
Nucleic Acids Research, vol. 52, no. 3, pp. 1512–1521, Jan. 2024.

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted March 24, 2024. ; https://doi.org/10.1101/2024.03.22.586143doi: bioRxiv preprint 

https://doi.org/10.1101/2024.03.22.586143
http://creativecommons.org/licenses/by-nc-nd/4.0/

	Introduction
	Methods
	Mathematical model
	Computational methods

	Results and discussion
	Supplementary repression reinforces positive regulation
	Combining negative and positive regulation to overcome the robustness trade-off in feedback control
	Discussion

	Conclusion
	References

