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ABSTRACT

Negative feedback is known to enable biological and
man-made systems to perform reliably in the face of
uncertainties and disturbances. To date, synthetic bi-
ological feedback circuits have primarily relied upon
protein-based, transcriptional regulation to control
circuit output. Small RNAs (sRNAs) are non-coding
RNA molecules that can inhibit translation of target
messenger RNAs (mRNAs). In this work, we mod-
elled, built and validated two synthetic negative feed-
back circuits that use rationally-designed sRNAs for
the first time. The first circuit builds upon the well
characterised tet-based autorepressor, incorporat-
ing an externally-inducible sRNA to tune the effective
feedback strength. This allows more precise fine-
tuning of the circuit output in contrast to the sig-
moidal, steep input–output response of the autore-
pressor alone. In the second circuit, the output is
a transcription factor that induces expression of an
sRNA, which inhibits translation of the mRNA encod-
ing the output, creating direct, closed-loop, negative
feedback. Analysis of the noise profiles of both cir-
cuits showed that the use of sRNAs did not result
in large increases in noise. Stochastic and determin-
istic modelling of both circuits agreed well with ex-
perimental data. Finally, simulations using fitted pa-
rameters allowed dynamic attributes of each circuit
such as response time and disturbance rejection to
be investigated.

INTRODUCTION

Natural biological systems function through the regulation
of a large number of genes and their products, which inter-
act with each other dynamically in response to a wide va-
riety of signals. The ability to engineer biological systems
to perform such complex tasks is a key goal of synthetic
biology (1), with some success to date (2,3). A number of
engineering approaches have been adopted in the design
and implementation of synthetic biological circuits (4–11),
yet many challenges remain. Chief amongst them is a lack
of performance reliability in novel, untested contexts and
when dynamic disturbances to the circuits are applied (12).

Employing negative feedback control is known to endow
systems with robustness and improved performance. This is
particularly valuable when prediction of a circuit compo-
nent’s behaviour in a particular context is impossible, and
when disturbances to the system are applied (2,13–17). In-
creased robustness of the output also allows the reliable
connection of two or more circuits, where the output of
one circuit forms the input of the second circuit (12,16).
The basic architecture of a feedback circuit is as follows
(adapted from (17)): an input is applied to a system, to
set the output to a desired value; this output is measured
and compared to the desired value; if the measured out-
put is different to the desired one, an error signal results;
this error signal is fed back to affect the input of the sys-
tem, thereby pushing the output towards the desired value.
The object responsible for responding to the error signal is
called the ‘controller’ and the point where the external and
‘fed-back’ inputs are combined is called a ‘summing junc-
tion’ (Figure 1). Negative feedback is predominantly used
to reduce variation in the output of a system. The addition
of well-characterized, insulated feedback control architec-
tures to biological systems can overcome dynamic fluctu-
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Figure 1. Schematic biological and block diagrams of the circuit architectures investigated in this study and modelling predictions of each circuit’s perfor-
mance. (A) An sRNA-tuned autorepressor circuit consisting of: a gene encoding a repressor protein (Rep); a promoter upstream of the repressor-encoding
gene (Rep), which the repressor protein can bind to and inhibit transcription from; an sRNA, whose expression can be induced through an external input
(u2) and which reduces the translation of the autorepressor mRNA, thus reducing the effective feedback strength of the autorepressor loop (blue box).
Block diagram shows the transcription factor (TF):DNA and mRNA:sRNA summing junctions (circles with + and - symbols). Simulations predict that
the addition of the sRNA would increase the fidelity of steady-state output (X) tuning through the use of two external inputs (u2 and u1; red and yellow
lines) instead of one (u1 only; blue line). Additionally the use of an sRNA should not result in large increases in output noise. (B) A closed-loop sRNA
feedback circuit consisting of a translation-inhibiting sRNA, whose expression can be induced through an external input (u2), in closed-loop feedback
with an mRNA encoding the transcriptional activator (Act) of the inducible promoter upstream of the sRNA-encoding gene. The steady-state output can
primarily be set using a different external input (u3) which binds to a constitutively-expressed transcriptional activator (not shown) inducing transcription
of the Act gene. Block diagram shows the transcription factor (TF):DNA and mRNA:sRNA summing junctions (circles with + and – symbols). Simu-
lations predict that the closed sRNA-act mRNA feedback loop would reduce the range of the steady-state output (area between blue and yellow lines).
Additionally the use of an sRNA is predicted to reduce output noise.

ations in the copy number and activity of biological parts
such as genes, mRNAs and proteins, ensuring a consistent
output. The output species could be a protein, a nucleic acid
or even a small molecule. Indeed, negative feedback motifs
are so resilient that function can be maintained despite mu-
tations in circuit components, allowing greater evolution-
ary flexibility (18). However, one potential side-effect as-
sociated with the use of systems with a greater number of
interconnections is the potential introduction of additional
noise into the system.

Unsurprisingly given the many advantages its use confers,
feedback is ubiquitous in natural biological systems (19–
27). In vivo feedback has been employed in many synthetic
gene circuits, including circuits such as the toggle switch
(28,29), the repressilator (30), sustained and tunable oscilla-
tors (31), a concentration tracker (32) and a reference com-
parator (33,34). In silico feedback has also been successfully
employed to control gene expression (35) or achieve integral
feedback control (36,37) (see also doi: https://doi.org/10.

1101/170951) with improved understanding leading to more
successful synthetic feedback circuits (38). Most synthetic
biological feedback circuits constructed to date have used
a protein-based controller and can be divided into three
categories: circuits that reduce the concentration of a pro-
tein through sequestration or increased degradation, where
transcription is the process under control and a protein-
protein summing junction is used (32,39); transcriptional
feedback circuits where transcription is controlled and a
protein-DNA summing junction is used (28,30,31,40,41);
and finally translational feedback circuits where transla-
tion is controlled and a protein-mRNA summing junction is
used (42). One widespread and well-studied transcriptional
negative feedback architecture is the negative autoregula-
tor or autorepressor, found both in natural (22,43–51) and
synthetic circuits (22,43,44,46,52). An autorepressor con-
sists of a transcription factor (TF) which binds to the pro-
moter responsible for expression of the TF gene, repress-
ing transcription and reducing the concentration of the TF

https://doi.org/10.1101/170951
https://doi.org/10.1101/170951
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in the cell. The use of autorepressor architectures in syn-
thetic biology is however hindered by the steep, sigmoidally-
shaped input–output response, allowing only coarse tuning
of the output with an external input (53). One way to over-
come this problem could be to adjust the feedback strength.
This can be achieved through: scaling the feedback signal
by using weaker ribosome-binding sites (RBSs), engineer-
ing of the transcription factor to alter its inducer and pro-
moter interactions, mutagenesis of the promoter to change
transcription-initiation rates, or increasing the low degrada-
tion rate of the transcription factor (54,55). All four of these
solutions are hard-wired into the circuit and not easily ma-
nipulated during cell growth. Additionally, higher turnover
of protein consumes cellular resources such as ribosomes,
rRNAs and amino acids, increasing the burden of the cir-
cuit on the cell (56,57).

Post-transcriptional or translational feedback through
the use of RNA controllers and an RNA–RNA sum-
ming junction is an appealing alternative to transcrip-
tional feedback via protein-based controllers. There are
many examples of sRNAs in natural biological feedback
loops controlling important processes such as quorum sens-
ing, biofilm formation and carbon-source consumption
(49,58–60). Translational regulation results in more tightly-
controlled feedback than transcriptional regulation where
mRNAs continue to produce protein until degraded (42).
Theoretical work suggests that translational feedback mit-
igates fluctuations in translational resources that could de-
stroy circuit performance (61). Increased understanding of
natural regulatory RNAs (62,63), coupled with the pre-
dictability of the folding and interactions of RNA struc-
tures, has led to a resurgence of interest in RNAs as a means
of regulation (64,65). Functional small RNAs are faster for
a host cell to produce and require less energy than protein
production (49), constituting a lower burden to the host,
a key consideration for synthetic biological circuits (66).
They also have the potential to propagate signals rapidly
(53,67,68), as their dynamics are tied to the naturally high
degradation rate of RNA. Hfq (host factor for RNA phage
Q beta replication)-associated sRNAs are found in many
prokaryotes (69,70), are involved in a wide range of host
cellular functions (62,63,71–73) and have been studied ex-
tensively at the biochemical level (63,74–77). The regula-
tion of translation by sRNAs can occur through one of four
mechanisms: inhibition of translation; activation of trans-
lation; stabilisation of the duplexed mRNA; or stimulation
of degradation of the target mRNA (62,63,71,78). The in-
hibition of mRNA translation by sRNAs has great poten-
tial for use in synthetic negative feedback circuits and has
been explored theoretically (79–81) and using the analogous
mechanism of RNAi in mammalian cells (82). The non-
feedback use of synthetic sRNAs against a small number
of targets has been reported (83–85) and design principles
described (86). The mechanism of inhibition has been mod-
elled (68,87,88) and compared to experimental data (53,89–
91). As synthetic sRNAs operate primarily through com-
plementarity, they can be designed to target any sequence,
allowing the construction of a greater diversity of feedback
circuits than currently possible using transcription factors
alone. Additionally the input–output response curves of sR-
NAs have been shown to be almost linear, unlike the steep,

non-linear response curves of repressing transcription fac-
tors (53), which could be useful for tuning feedback circuits.
The use of sRNAs controllers would be particularly useful
when large circuits involving many proteins are to be con-
nected together, removing the burden of another dynamic
and highly produced protein (16). One potential drawback
of sRNA-based feedback circuits is that due to their high
degradation rates, sRNA-based regulation is often noisier
than protein-based regulation (68). Translational feedback
itself however, is predicted to lower intrinsic noise (92,93).

In this work, we demonstrate two novel uses of Hfq-
associated sRNAs in synthetic negative feedback circuits. In
the first circuit we take the well-studied TetR-based autore-
pressor and through simulations and experimental data, we
demonstrate that it is possible to tune the effective feedback
strength of an autorepressor via the inducible expression
of a translation-inhibiting sRNA (Figure 1A). The ability
to externally and temporally fine-tune the effective feed-
back strength allows easier and more precise access to the
full range of steady-state outputs than with the TetR-based
autorepressor alone. In the second circuit we construct a
closed-loop negative feedback circuit using sRNA instead
of a repressor protein to control the production of an acti-
vating transcription factor, RhaS, which is responsible for
expression of the sRNA (Figure 1B). The performance of
this circuit is modelled and tested experimentally and the
ability to set the output steady state and tune the feed-
back strength using two external inputs is demonstrated.
The intrinsic and extrinsic noise of both circuits is also sim-
ulated and measured experimentally, with no increase in
noise with increasing sRNA concentrations observed. Fi-
nally using experimentally-derived parameters, predictions
of the dynamic responses and disturbance-rejection prop-
erties of each circuit were performed, highlighting further
benefits of sRNA-based negative feedback circuits.

MATERIALS AND METHODS

Mathematical modelling

The synthetic negative feedback circuits outlined in this
paper were simulated using mathematical modelling and
MATLAB R2017a (Supplementary Information Section 1).
Regulation at both the trancriptional (repressor-promoter)
and translational (sRNA-mRNA) levels was first modelled
using simplified descriptions of the biochemical processes
involved with nominal parameter values, allowing a pri-
ori qualitative prediction of the various circuits’ behaviour
(Figure 1). The autorepressor was then simulated using a
two-state model (SI 1.3) similar to previously described
models of the TetR autorepressor (94). Experimental data
was used to identify the unknown parameters in the model
using least-squares minimisation, and the model fit com-
pared to the experimental results. The autorepressor model
was extended via inclusion of two extra states to account for
sRNA inhibition of translation, and experimental data was
again used to identify the unknown parameters. The fitted
model was then used to perform dynamic simulations of the
sRNA-tuned autorepressor circuit’s response to an input
disturbance. Finally, the closed-loop sRNA negative feed-
back circuit was simulated using a four state model (SI 1.5),
fitted to the experimental results, and the model was again
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used to simulate the circuit’s dynamic response to changing
inputs. The fitted models are then used to estimate the influ-
ence of both intrinsic noise (via stochastic simulations) and
extrinsic noise (via parameter variation modelling) on the
variability of each circuit’s output. These sources are then
combined and compared to experimental measurements of
Coefficient of Variation (CoV).

Bacterial strains and growth conditions

Escherichia coli strain DH5� was used for all plasmid
construction and propagation. Wild-type E. coli strain
MG1655 was used for initial experiments with pCK200 -
pCK209 plasmids. Subsequently the Keio collection rhaS
and rhaBAD mutant JW3876 was used for all further time
course assays. Cells were cultured in either LB, M9 mini-
mal media (95,96) supplemented with 0.5% (v/v) glycerol,
or EZ rich defined media (Teknova Inc; cat: M2105) supple-
mented with 0.5% (v/v) glycerol and incubated at 37◦C with
vigorous shaking. Ampicillin and chloramphenicol were
used at final concentrations of 125 and 25 �g/ml respec-
tively.

Plasmid construction

A table of plasmids and oligonucleotides used in this study
is provided in Supplementary Table S3. Sequences of all
plasmids have been submitted to Genbank. All plasmid
construction was carried out using standard molecular
cloning methods. Full details are provided in Supplemen-
tary Information Section 2. All synthetic DNA fragments
(gblocks) were synthesized by Integrated DNA Technolo-
gies Inc.

Assays

Escherichia coli MG1655 or JW3876 (�rhaS Keio col-
lection mutant, �rhaBAD ensuring no metabolism of L-
rhamnose) cells were transformed with appropriate plas-
mid(s) and isolated transformants used to inoculate 5 ml of
EZ rich defined media (rich media hereafter) or M9 minimal
media (minimal media hereafter) supplemented with 0.5%
(v/v) glycerol, and ampicillin or chloramphenicol. These
cultures were incubated with shaking at 240 rpm at 37◦C
for 16 h. For flow cytometry experiments, these cultures
were then subcultured into 300 �l of fresh media in deep
96-well multiplates, to an optical density (OD; A600 nm) of
0.05 and the plate incubated at 37◦C with rapid shaking
(700 rpm). For circuits using the tet promoter, the tetracy-
cline analogue, anhydrotetracycline (aTc) was added to the
assay cultures at the concentrations specified. For circuits
using the rhaBAD promoter, the inducer L-rhamnose was
added to the assay cultures at the concentrations specified.
For circuits using the Pm promoter, the inducer m-toluic
acid was added to assay cultures at the concentrations spec-
ified. Samples were taken at specified time points for opti-
cal density and GFP fluorescence measurements. A FLU-
Ostar Omega platereader (BMG Labtech) was used for all
absorbance measurements of optical density (OD) at 600
nm and GFP fluorescence measured using an Attune NXT
flow cytometer (ThermoFisher Scientific). Cells were gated

using forward and side scatter, and GFP fluorescence (ex-
citation and emission wavelengths: 488 and 525 nm [with
20 nm bandwidth] respectively) was measured. Histograms
of fluorescence intensity were plotted, and geometric mean
statistics extracted. Coefficients of variation were extracted
from the gated population as follows. FCS files were cre-
ated from the gated cells from flow cytometry and raw reads
extracted using the FCS Extract Utility created by Earl F.
Glynn at the Stowers Institute for Medical Research. The
resulting log-normally distributed data was analysed using
Equation (10) (SI 1.4) to calculate the CoV. For platereader
experiments, overnight cultures were subcultured into 150
�l of fresh media in 96-well microplates, to an optical den-
sity (OD; A600 nm) of 0.05 and the plate incubated at 37◦C
with rapid orbital shaking (700 rpm) in a FLUOstar Omega
platereader (BMG Labtech). Optical density and GFP fluo-
rescence (excitation and emission wavelengths: 485 and 530
nm [with 20 nm bandwidth] respectively) were measured ev-
ery 15 min, with fluorescence normalized by optical den-
sity and plotted over time. Error bars shown represent the
standard deviation of three independent biological repli-
cates. Statistical significance was determined using a one-
way ANOVA, followed by a Tukey’s multiple comparison
test assuming unequal variance.

RESULTS

An externally-regulated sRNA to tune the effective feedback
strength of an autorepressor

The use of a translation-inhibiting sRNA to reduce the ef-
fective feedback strength of the autorepressor in order to
tune its output was explored. This solution is appealing
as it can be bolted onto any existing transcription-based
feedback loop, avoiding modification of the DNA encod-
ing the core feedback circuit (as would be required to mod-
ify the scaling of the feedback signal using RBSs of different
strengths). As a starting point, a plasmid encoding an au-
torepressor based on the well-studied tet-repressor (22,43–
46) was constructed. The plasmid consists of the tet pro-
moter (Ptet) which controls the transcription of a gene en-
coding the TetR repressor, which can bind to Ptet reducing
tetR transcription. The tetracycline analogue, anhydrote-
tracycline (aTc) is an inducer of the Ptet-TetR system, pre-
venting TetR binding to the promoter, thereby increasing
expression from Ptet. This provides one external input to
the system with which to change the output steady state.
In our system, the tetR gene is fused to the gene encoding
superfolder GFP (sfGFP) allowing easy quantification of
the TetR protein concentration. A strong, synthetic RBS
with a predicted translation initiation rate (TIR) of 50 000
was designed and inserted upstream of tetR, and a plasmid
backbone with a copy number of 15–20 chosen. The perfor-
mance of the resulting plasmid, pCK200 (Supplementary
Figure S2A), was tested experimentally.

The wild-type E. coli strain MG1655 containing pCK200
was grown in both minimal and rich media and its fluores-
cence monitored over time. Its dynamic response in min-
imal media (Supplementary Figure S2B) was found to be
in good agreement with previously described autorepressor
circuits (44). The sigmoidal response of the steady-state out-
put (measured in cells grown in rich media at exponential
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phase of growth; Supplementary Figure S14) to increasing
concentrations of the input (u1), anhydrotetracycline (aTc)
is clearly demonstrated (Supplementary Figure S2C), high-
lighting the difficulty in tuning the output of circuit. Lastly,
unknown parameters in the system were identified from the
experimental data. With these parameters, the model was
found to accurately capture the system’s behaviour over the
range of inducer concentrations used, and correctly approx-
imate the low- and high-inducer saturation levels antici-
pated with this promoter (Supplementary Figure S3).

Having validated the autorepressor module, we next
set about designing a translation-inhibiting small RNA
(sRNA) that targets the tetR-sfGFP mRNA of the autore-
pressor feedback loop. The Hfq-binding scaffold of the E.
coli micC sRNA and the strong Rho-independent T1/TE
terminator were chosen, based on previously-described de-
sign principles (83,84,86). In order to maximize transla-
tion inhibition of the target mRNA, two different target-
ing sequences, each 24 nucleotides in length, were designed
and tested. The first sequence was designed to bind the
first 24 nucleotides of the tetR-sfGFP open reading frame
(Start) and the second designed to bind 24 nucleotides in-
cluding all of the probable Shine Dalgarno sequence up-
stream of the tetR-sfGFP open reading frame (SD). Both
sequences were computationally analysed for binding to the
tetR-sfGFP mRNA and for off-target binding to the wild-
type E. coli (MG1655) ribonucleome using IntaRNA (97–
99). Binding of the SD sRNA to the tetR-sfGFP mRNA
(-37.35 kcal/mol) was predicted to be more energetically
favourable than that of the Start sRNA (–31.09 kcal/mol),
implying stronger binding. Binding to off-target mRNAs
was substantially less favourable than either of the target se-
quences (Supplementary Table S2) and therefore considered
unimportant. Each of these sRNA constructs were inserted
into the backbone of a medium copy (15–20 copies per cell)
E. coli expression plasmid and the strong constitutive proD
promoter inserted upstream of either, resulting in plas-
mids pCK209 (SD) and pCK220 (Start). Next the ability
of these sRNA plasmids to inhibit translation of the tetR-
sfGFP mRNA was tested. E. coli strain MG1655 contain-
ing pCK210 (identical to pCK200 but with rhaS inserted
downstream of ampR; required for inducible expression of
sRNA in following section) and either pCK209, pCK220
or pAH23 (empty vector control; no sRNA) were grown
in rich media supplemented with different concentrations
of aTc until late exponential phase (5 h; Supplementary
Figure S14) and fluorescence measured by flow cytometry.
Both SD and Start sRNAs were extremely effective in shut-
ting down tetR-sfGFP mRNA translation from the autore-
pressor with no aTc added (highly statistically-significant
difference between pCK209/220 and pAH23 samples; P <
0.0001) (Figure 2B) and showed similar inhibition of tetR-
sfGFP mRNA translation when aTc was added (Figure 2A).
Encouragingly the use of an sRNA to reduce the output
from the autorepressor circuit did not result in large changes
in the noise profile of the circuit, with the response of the
coefficient of variation (a relative measure of the variability
around the mean) to increasing concentrations of aTc simi-
lar in all three sample groups (Figure 2C). The SD-targeting
sRNA was taken forward for all subsequent experiments in
this circuit, based on the lower predicted binding energetics.

We next explored the tunability of the sRNA inhibition
system, by replacing the static constitutive promoter with
an inducible promoter. This introduces a second external
input to the autorepressor feedback loop, allowing the ra-
tio of sRNA to mRNA to be varied precisely. The well-
characterised E. coli rhaBAD promoter (PrhaBAD) (100,101)
was inserted in place of the constitutive promoter in front of
the sRNA construct, resulting in plasmid pAH17. The Keio
collection E. coli mutant, JW3876 (102) was used to test the
performance of this inducible sRNA plasmid. This strain
lacks rhaS, the transcriptional activator of PrhaBAD, and the
entire rhaBAD operon, which encodes the enzymes for L-
rhamnose consumption. This should ensure maximal insu-
lation from crosstalk with host metabolism and regulation.
JW3876 cells containing both pCK210 and pAH17 were
cultured in rich media with/without 0.4 mg/ml L-rhamnose
to mid-exponential phase (4 h; Supplementary Figure S14)
and fluorescence analysed by flow cytometry (Figure 2D).
As expected the level of fluorescence was significantly lower
with the addition of L-rhamnose (statistically-significant
difference; P < 0.01). It was surprising that even with such
a high concentration of inducer the level of translation in-
hibition was less than with either of the two constitutive
promoter sRNA plasmids. Further inspection of rhaBAD
promoter revealed the inclusion of five additional bases af-
ter the transcriptional start site (TSS +1), an artefact that
could affect sRNA-mRNA interaction. Additionally when
spread across two plasmids, the autorepressor and sRNA
constructs could be at different copy numbers.

In response to both of these observations, the minimal
rhaBAD promoter (lacking the five additional bases down-
stream of the TSS) and the SD sRNA-encoding fragment
were inserted into pCK210, resulting in pCK221 (Figure
3A). JW3876 cells containing pCK221 were grown in rich
media supplemented with increasing concentrations of L-
rhamnose and no aTc and the fluorescence of cells measured
at late exponential phase (5 h; Supplementary Figure S14).
Mean fluorescence is reduced with increasing concentra-
tions of L-rhamnose, with a 92% reduction in mean output
reached by saturation at 0.001 mg/ml L-rhamnose (Figure
3B). This concentration corresponds with saturating levels
of the RhaS-PrhaBAD induction system and agrees with data
from strains incapable of L-rhamnose metabolism or when a
non-metabolisable inducer of L-rhamnose is used (100,103).
This result confirmed the hypothesis that varying the con-
centration of sRNA in the cell would allow the output of the
autorepressor circuit to be varied independently of aTc. We
next sought to test the hypothesis that the use of the sRNA
dial via the second input (u2; L-rhamnose), and the first in-
put (u1; aTc) would allow fine tuning of the circuit output
to a greater degree than with the first input alone. We cre-
ated a simple a priori model of this circuit using nominal pa-
rameters (Figure 1A), which demonstrated that inclusion of
sRNA can tune the autorepressor’s dynamic range without
introducing substantial additional noise into the system’s
output. To test the tunability of output, JW3876 cells con-
taining pCK221 were grown in rich media supplemented
with varying concentrations of aTc and L-rhamnose and as-
sayed at late-exponential phase (5 h; Supplementary Figure
S14) as before. As predicted, a wide range of mean fluo-
rescence values with small error bars were accessible using
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Figure 2. Testing of two synthetic sRNAs targeting the tetR-sfGFP mRNA, and investigating the inducibility of an sRNA. (A) Plasmids encoding sRNAs
targeting the Shine Dalgarno sequence (pCK209) or start codon (pCK220) of the tetR-sfGFP mRNA were designed and constructed and the ability of each
sRNA to inhibit translation assessed. E. coli strain JW3876 was transformed with pCK210 (encoding the autorepressor) and one of pCK209, pCK220 or
pAH23 (negative control, no sRNA), cultured at 37◦C in EZ rich defined medium supplemented with glycerol and increasing concentrations of aTc, and
GFP fluorescence measured at late exponential phase (5 h) by flow cytometry. (B) Comparison of the 0 ng/ml aTc samples from A. (C) Experimentally-
obtained coefficients of variation around the TetR-sfGFP mean from A. (D) To test the inducible expression of sRNA, the proD promoter of pCK209
was replaced with the E. coli rhaBAD promoter, resulting in plasmid pAH17. E. coli strain JW3876 was transformed with pCK210 and pAH17, cultured
at 37◦C in EZ rich defined medium supplemented with glycerol and 0 or 0.4 mg/ml L-rhamnose, and GFP fluorescence measured at late exponential
phase (5 h) by flow cytometry. Fluorescence intensity represents the geometric mean of fluorescence. Error bars shown represent the standard deviation of
three independent biological replicates. Statistical significance was determined using a one-way ANOVA, followed by a Tukey’s multiple comparison test
assuming unequal variance.
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Figure 3. Testing the tunability of the sRNA-tuned autorepressor plasmid pCK221. A) Schematic diagram of plasmid pCK221. (B) Testing the tunability
of sRNA translation inhibition with increasing concentrations of L-rhamnose. E. coli strain JW3876 was transformed with pCK221, cultured at 37◦C in
EZ rich defined medium supplemented with glycerol and increasing concentrations of L-rhamnose and GFP fluorescence measured at late exponential
phase (5 h) by flow cytometry. (C) Testing the ability to fine-tune the coarse aTc input–output dial with the inducible expression of the sRNA. E. coli
strain JW3876 was transformed with pCK221, cultured at 37◦C in EZ rich defined medium supplemented with glycerol and increasing concentrations of
L-rhamnose and aTc and GFP fluorescence measured at late exponential phase (5 h) by flow cytometry (white columns). Simulated steady-state output is
overlayed to show model fit (blue X). (D) Experimentally-obtained coefficients of variation around the TetR-sfGFP mean when output is tuned using both
L-rhamnose and aTc (white columns) with predicted coefficients of variation overlayed (red stars). Fluorescence intensity represents the geometric mean
of fluorescence. Error bars shown represent the standard deviation of three independent biological replicates. Statistical significance was determined using
a one-way ANOVA, followed by a Tukey’s multiple comparison test assuming unequal variance.
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sRNA-tuning of the autorepressor (Figure 3C), compared
to the large error bars observed with aTc-tuning alone (Sup-
plementary Figure S3), implying easier and more precise
tunability. We developed a more complex four-state model
of this circuit (SI 1.4) using some parameters from the liter-
ature with the remaining unknown parameters fitted to the
experimental data using least-squares minimisation. Simu-
lations using the updated parameters were then compared
to the experimental results to test the model fit, with ex-
cellent quantitative agreement observed (Figure 3C). This
demonstrates that the hypotheses upon which the model
was built are able to capture the observed experimental be-
haviour.

Modularity is an important consideration when de-
signing and constructing novel feedback circuits for syn-
thetic biology. We wanted to demonstrate that this abil-
ity to tune the effective feedback strength of an autore-
pressor was possible using alternative inducible promot-
ers for sRNA expression. This would allow application-
specific inducible promoters, for example one that responds
to an internal cellular metabolite, to be used and allow
integration of the sRNA-tuned autorepressor motif into
synthetic metabolic engineering projects. To this end the
rhaBAD promoter was replaced with the m-toluic acid-
responsive Pm promoter and transcriptional activator XylS
from Pseudomonas putida (104–106) and the resulting plas-
mid, pCK226 (Supplementary Figure S5A), assayed in rich
media with a range of concentrations of m-toluic acid and
aTc. As with the PrhaBAD-based plasmid, expression of the
sRNA was possible with this second inducible promoter
system and in combination with aTc allowed fine tun-
ing of the sRNA-tuned autorepressor output (Supplemen-
tary Figure S5C). Relevant parameters that were identified
for plasmid pCK221 were carried across to modelling of
pCK226, and the remaining unknown parameters identi-
fied using experimental data from pCK226. Good agree-
ment was observed between the model and experimental
data (Supplementary Figure S5C), demonstrating that our
model can be applied for predictive purposes even when its
cellular context is changed.

The noise profile of the circuit was simulated using
stochastic models to assess the contribution of intrinsic and
extrinsic noise to the overall circuit noise and these were
subsequently compared to experimental data (SI 1.4.5). The
simulations suggest that extrinsic noise (resulting from cell-
wide variations such as nutrient concentrations, ribosome
numbers, inducer uptake etc.) contributes more to the over-
all noise in our system, than intrinsic noise (resulting from
stochasticity of reactions within the system) (Supplemen-
tary Figure S7). When the contribution of both types of
noise are combined, the noise profile is flat with increasing
concentrations of either u1 (aTc) or u2 (L-rhamnose) (Figure
3D). Coefficients of variation (CoV) were extracted from
the flow cytometry data for each sample and no statistically-
significant difference in CoV was observed with increas-
ing sRNA expression (u2) or u1 at concentrations above
10 ng/ml (Figure 3D), which is in good agreement with
predictions. A similar noise profile was obtained with the
pCK226-encoded circuit (Supplementary Figure S5D and
E).

A closed-loop sRNA-based negative feedback circuit

The performance and analysis of the sRNA-tuned autore-
pressor demonstrates that engineered sRNAs can play a
valuable role in synthetic negative feedback circuits. We
next wanted to build and test a negative feedback circuit
where the sRNA is in closed-loop feedback with the out-
put of the circuit (Figure 1B). The use of an sRNA-mRNA
summing junction in a translation-based feedback circuit
could have many advantages over transcription-based feed-
back circuits such as the autorepressor: The use of a short
(∼200 bp), double-stranded nucleic-acid fragment avoids
overproduction of a protein-based controller, which can
increase cellular burden and impact downstream applica-
tions of the negative feedback circuit. sRNA-based feed-
back is predicted to allow tighter regulation of the output
as mRNAs are quickly silenced upon Hfq-mediated sRNA-
mRNA binding (42). The ability to vary the concentra-
tion of an sRNA allows stoichiometric silencing of mR-
NAs, which allows predictable, linear tuning of the feedback
strength.

A closed-loop sRNA-based negative feedback circuit was
designed and simulated. It consists of a transcriptional ac-
tivator that in the presence of an external input (u3) in-
duces expression of a translation-inhibiting sRNA, which
itself targets the mRNA encoding the transcriptional acti-
vator and thus reduces production of the activator protein.
We investigated this circuit’s anticipated behaviour using a
simple model with nominal parameter values (Figure 1B)
and found that the introduction of feedback (with increas-
ing u2) reduced the system’s output and coefficient of vari-
ation. We set out to validate the general behaviour of this
circuit experimentally. The two halves of the circuit were
split across two plasmids. The first plasmid, pAH12 con-
tains rhaS, the gene encoding the transcriptional activator
of the rhaBAD promoter, fused to the gene encoding sfGFP.
A plasmid backbone was chosen with a mean copy num-
ber of 17 and the strong constitutive proD promoter (107)
was inserted upstream of rhaS. Two different synthetic sR-
NAs were designed as before, one targeting the start codon
of the rhaS-sfGFP mRNA (Start) and the other target-
ing the Shine-Dalgarno of the rhaS-sfGFP mRNA (SD).
Both sRNAs were analysed using IntaRNA, with the SD
sRNA found to bind more favourably than the Start sRNA
to the rhaS-sfGFP mRNA (–36.01 kcal/mol versus –33.53
kcal/mol respectively) and no substantial off-target bind-
ing predicted (Supplementary Table S2). Each of the sRNA
constructs were inserted into plasmid backbones with a
plasmid copy number of 15–20 and the PrhaBAD promoter in-
serted upstream of the sRNA construct allowing RhaS- and
L-rhamnose-induced expression of each sRNA, resulting in
the final plasmids pAH15 (Start) and pAH16 (SD). To test
the performance of this circuit, JW3876 cells (which lack
RhaS) containing pAH12 and either pAH15, pAH16 or
pAH23 (negative control plasmid) were grown in rich media
supplemented with 0.2 mg/ml L-rhamnose in a microplate
reader and optical density (measured at 600 nm) and flu-
orescence compared at mid-exponential phase (6 h). Both
sRNA plasmids were capable of reducing the amount of
RhaS-sfGFP produced (highly statistically-significant dif-
ference; P < 0.0001) (Figure 4A), with the SD-targeting
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Figure 4. Characterisation of a closed-loop negative sRNA feedback circuit. (A) Plasmids allowing the inducible expression of sRNAs targeting the Shine
Dalgarno sequence (pAH15) or start codon (pAH16) of the rhaS-sfGFP mRNA were designed and constructed and the ability of each sRNA to inhibit
translation assessed. E. coli strain JW3876 was transformed with pAH12 (constitutive expression of rhaS-sfGFP) and one of pAH15, pAH16 or pAH23
(negative control, no sRNA), cultured at 37◦C in EZ rich defined medium supplemented with glycerol and 0.2 mg/ml L-rhamnose, and GFP fluorescence
measured at late exponential phase (5 h) by flow cytometry. (B) The tunability of sRNA translation inhibition with increasing concentrations of L-rhamnose
was tested. E. coli strain JW3876 was transformed with pCK222 (constitutive expression of rhaS-sfGFP and the PrhaBAD-SD sRNA construct), cultured
at 37◦C in EZ rich defined medium supplemented with glycerol and increasing concentrations of L-rhamnose, and GFP fluorescence measured at late
exponential phase (5 h) by flow cytometry. (C) Schematic diagram of plasmid pCK227 where the proD promoter in front of rhaS-sfGFP on pCK222
(Supplementary Figure S12) is replaced by xylS and the Pm promoter from Pseudomonas putida. (D) Testing the ability to set the output level with one
external input and the feedback strength with another external input. E. coli strain JW3876 was transformed with pCK227, cultured at 37◦C in EZ rich
defined medium supplemented with glycerol and increasing concentrations of L-rhamnose and m-toluic acid, and GFP fluorescence measured at late
exponential phase (5 h) by flow cytometry (white columns). Simulated steady-state output is overlayed to test model fit (blue X). (E) Experimentally-
obtained coefficients of variation around the TetR-sfGFP mean when output is tuned using both L-rhamnose and m-toluic acid (white columns) with
predicted coefficients of variation overlayed (red stars). Fluorescence intensity represents the geometric mean of fluorescence. Error bars shown represent
the standard deviation of three independent biological replicates. Statistical significance was determined using a one-way ANOVA, followed by a Tukey’s
multiple comparison test assuming unequal variance.
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version more effective than the Start-targeting version. The
SD-targeting sRNA construct was subsequently inserted
into the backbone of pAH12, resulting in plasmid pCK222
(Supplementary Figure S12).

Next the response of this circuit to increasing concen-
trations of the inducer L-rhamnose was tested. Simulations
predicted that in contrast to the sRNA-tuned autorepres-
sor circuit, the response of the closed-loop sRNA feedback
circuit should saturate while the output is still high (Fig-
ure 1B). This results from a limiting of sRNA production,
preventing complete silencing of the rhaS mRNA. To test
this, JW3876 cells containing the plasmid encoding the en-
tire circuit, pCK222, were grown in rich media with increas-
ing concentrations of L-rhamnose and fluorescence assayed
at late exponential phase (5 h) via flow cytometry. As L-
rhamnose concentrations increase from 0 to 0.0008 mg/ml,
an almost linear reduction in output level is observed (Fig-
ure 4B). As concentrations approach 0.001 mg/ml, satura-
tion of the output response is observed and at the higher
concentration of L-rhamnose, 0.01 mg/ml, no further de-
crease in output is observed (data not shown).

As the sRNA is in closed-loop feedback with the rhaS
mRNA, varying the steady state of the output must be
realised through changing the strength and rate of rhaS-
sfGFP transcription. Replacing the constitutive promoter
with an inducible promoter would allow the setpoint of
the output to be dynamically controlled through the use of
an external input, and the variability in this output con-
trolled via the sRNA feedback loop. To this end the con-
stitutive proD promoter was replaced with the m-toluic
acid-responsive Pm promoter and transcriptional activator
XylS from Pseudomonas putida (104) resulting in plasmid
pCK227 (Figure 4C). As before, JW3876 cells containing
pCK227 were grown in rich media with varying concen-
trations of both m-toluic acid (inducer u3) and L-rhamnose
(inducer u2) and steady state fluorescence measured at late
exponential phase (5 h; Supplementary Figure S14). In the
absence of L-rhamnose and thus feedback, increasing con-
centrations of m-toluic acid resulted in higher output lev-
els approaching saturation above 0.75 mM m-toluic acid
(Figure 4D). When feedback is added via increasing con-
centrations of L-rhamnose, a sharp reduction in steady-
state output is observed between 0 and 0.00025 mg/ml L-
rhamnose followed by a gradual levelling off of output be-
tween 0.00025 and 0.001 mg/ml L-rhamnose (Figure 4D).
This behaviour is consistent with the feedback-loop equi-
librium being reached at the highest concentration of L-
rhamnose and is accurately captured by our model, with an
excellent fit to the experimental data when unknown param-
eters were identified (Figure 4D). The use of one external
input to primarily set the output level and another exter-
nal input to tune the feedback strength allows access to a
wide range of output levels, while ensuring mean output is
maintained at this set level.

The noise profile of the circuit was simulated using
stochastic models to assess the contribution of intrinsic and
extrinsic noise to the overall circuit noise and these was
compared to experimental data. As with the sRNA-tuned
autorepressor results, the simulations suggest that extrinsic
noise contributes more to the overall noise of a system, than
intrinsic noise (Supplementary Figure S11). When the con-

tributions of both types of noise are combined, the noise
profile is approximately flat with increasing concentrations
of u2 (L-rhamnose) and gradually decreases with increas-
ing concentrations of u3 (m-toluic acid) (Figure 4E). Coef-
ficients of variation were extracted from the flow cytometry
data for each sample. No statistically-significant difference
was observed with increasing sRNA expression (u2) or in-
creasing rhaS-sfGFP expression (u3) (Figure 4E), both of
which are in good agreement with predictions. Overall the
level of noise in this circuit is higher than the sRNA-tuned
autorepressor.

Dynamic simulations

Finally, the mathematical models predicted a number of fea-
tures that were not explicitly observed, but to a large extent
led to interest in the circuits prior to implementation. The
response time of a circuit, which we define as the time taken
to reach 90% of the steady-state output, is a measure of how
quickly steady-state output equilibrium is reached. Using
the full four-state models and experimentally-derived pa-
rameters, step responses of each circuit were simulated when
specific concentrations of each inducer were applied (Figure
5A-D). These models assume cells are maintained in the ex-
ponential growth phase both before and after addition of
inducer. Overall the time scales for both circuits to reach
90% of steady-state output are short (1–2 h), though addi-
tional factors that would introduce a delay such as inducer-
uptake by cells are not modelled. As mentioned, tuning the
output of the Ptet-TetR autorepressor through the use of
aTc is difficult due to the sigmoidal shape of the input–
output response curve. Step-response simulations of the au-
torepressor with different concentrations of aTc highlight
another limitation of this circuit architecture. As increas-
ing concentrations of aTc are supplied, the steady-state out-
put indeed increases, but the response time also increases
proportionally (Figure 5A). Step-response simulations of
the sRNA-tuned autorepressor, where aTc is fixed and ex-
pression of sRNA is increased through increasing concen-
trations of L-rhamnose, show no such change in response
time as the steady-state output changes (Figure 5B). Step-
response simulations of the closed-loop sRNA feedback cir-
cuit were also performed using the full four-state models
and experimentally-derived parameters. In the absence of
feedback, i.e. where no sRNA is expressed (u2 = 0), response
times are slower than when the sRNA feedback has been es-
tablished through the supply of L-rhamnose (u2 = 2) (Fig-
ure 5C and D), where small variations in response time were
observed (Figure 5D).

Disturbance rejection is another desirable characteristic
of negative feedback circuits, reducing the influence of dy-
namic changes in input levels or the circuit environment on
the steady-state output level. For both sRNA-based feed-
back circuits, the models with experimentally-derived pa-
rameters were used to assess the dynamic behaviour of
the circuits by numerically integrating the four differen-
tial equations governing the biochemical reactions, and ap-
plying a dynamic input profile to each inducer (SI 1.4.4
and 1.5.4). For the sRNA-tuned autorepressor, the dynamic
simulations show that within a certain range of inducer
concentrations, the introduction of the sRNA to the au-
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Figure 5. Dynamic simulations of models fitted to experimental data. (A) Simulation of step responses for the autorepressor without sRNA induction.
The system’s response time (black dots, defined as the point at which the output reaches 90% of its maximum value) increases as the system’s input u1
is increased. (B) Simulation of the autorepressor with sRNA induction, demonstrating that sRNA tuning allows the same absolute output levels to be
achieved without substantially changing response time. (C) Simulation of the closed-loop sRNA circuit without feedback ( u2 = 0). (D) Simulation of the
closed-loop sRNA circuit with feedback (u2 > 0), demonstrating that feedback allows the system to achieve the same output levels with a shorter response
time. (E) Demonstration of disturbance rejection for the closed-loop sRNA feedback circuit. A time-varying signal (sub-figure F) is applied to u3 such that
u3 = u3

0 × u3
∗(t). When feedback is introduced by increasing u2the system’s sensitivity to an equivalent variation in u3is reduced. By tuning both inputs

it is therefore possible to achieve a given output level while simultaneously reducing the effect of disturbances at one input.

torepressor circuit reduces the sensitivity of the circuit to
fluctuations in either inducer, whilst maintaining the same
mean output (Supplementary Figure S6). For the closed-
loop sRNA feedback the dynamic simulations show that
when feedback-loop equilibrium has been reached, the out-
put of this circuit is sensitive to changes in the first input (u3)
but insensitive to changes in the second input (u2) (Supple-
mentary Figure S9). Additionally, when feedback is intro-
duced by increasing the concentration of u2, disturbances
resulting from changes in u3 concentration are dampened
by the action of the feedback mechanism (Figure 5E).

DISCUSSION

In this paper we report the first use of translation-inhibiting
sRNAs in synthetic negative feedback circuits. The first cir-
cuit introduces an sRNA-mRNA summing junction into
the feedback loop of an autorepressor. We have shown that
the level of sRNA expression can be controlled using in-
ducible promoters and the use of this sRNA dial refines the
coarse sigmoidal input–output response of the autorepres-

sor and its associated input, allowing more precise tuning
of the circuit output. The performance of the circuit was
predicted using a deterministic model and found to accu-
rately capture the mean output of the circuit in response to
both inputs. The second circuit uses translational regulation
via an sRNA in the central feedback loop of the circuit.
Inducible promoters are used to control the transcription
of both the output-encoding gene and the sRNA, allowing
two external inputs to manipulate the system. One input
is primarily used to set the steady state of the circuit out-
put and the other input used to establish feedback through
sRNA expression. The use of the sRNA in closed-loop feed-
back ensures the desired mean output is restricted to a small
range and this behaviour is in excellent agreement with sim-
ulations based on deterministic model of the circuit. In the
course of revising this manuscript, the modelling of a sim-
ilar sRNA-based circuit has been described, with many of
the desirable attributes that have been shown experimentally
in this paper simulated (108).
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It has been suggested that the use of sRNAs in regula-
tion is associated with increased noise when compared to
the use of transcription factors (68). Modelling and exper-
imental data demonstrated that increasing sRNA expres-
sion in either the sRNA-tuned autorepressor or the closed-
loop sRNA negative feedback circuit did not correspond to
an increase in noise. In the case of the closed-loop sRNA
feedback circuit however, an increase in noise is observed
immediately upon induction of the rhaS-sfGFP gene, and
the overall CoV levels are higher than the CoV levels of the
sRNA-tuned autorepressor. This is likely due to the use of
m-toluic acid inducer (u3), perhaps due to inconsistent up-
take by all cells, which could be caused by dissociation of
the organic acid at the slightly basic pH of the EZ media
(approximately pH 7.4) as suggested previously (106). This
hypothesis is supported by CoV data from the sRNA-tuned
autorepressor circuit encoded by pCK226, where the XylS-
Pm system is used to express the sRNA, where the coeffi-
cients of variation are much higher (Supplementary Figure
S5E) than with the RhaS-PrhaBAD system, pCK221 (Figure
3D). Simulations of CoV resulted in trends that were quali-
tatively similar to experimental results, though the absolute
magnitude of simulated noise depends upon introduced pa-
rameter value variability that governs the level of extrinsic
variability. Furthermore, additional noise would be intro-
duced by phenomena that were not considered in our nec-
essarily simplified differential-equation description of the
system, and these may have significant impact since intrin-
sic and extrinsic factors can heavily influence one another
(109).

The dynamic simulations of both circuits performed in
this work showed a number of new insights into circuit
behaviour. The step-response simulations show that the
use of an sRNA to tune the effective feedback strength
of an autorepressor allows a decoupling of response time
from steady-state output. This contrasts with previously-
described feedback circuits, including a recent transcrip-
tional negative autoregulation feedback circuit, where the
use of an RNA transcriptional attenuator did not allow de-
coupling of output and response time (105). The dynamic
simulations with a temporal disturbance in external input
concentrations suggest that other disturbances such as tem-
perature and nutrient changes or depletion of shared cel-
lular machinery would be rejected well by the closed-loop
sRNA feedback circuit. Indeed in the course of revising this
manuscript, two negative-feedback circuits using sRNAs to
counter cellular burden and ribosome depletion from het-
erologous pathway expression have been described ((106)
and doi: https://doi.org/10.1101/336271).

While the designs outlined in this paper are very simple
and use well-characterised, commonly-employed compo-
nents, their interconnection in a feedback fashion demon-
strates the advantages of different architectures, as pre-
dicted by mathematical modelling. Although the output of
both feedback circuits was a transcription factor fused to a
fluorescent reporter protein, this fluorescent reporter pro-
tein could be replaced with almost any other protein of in-
terest. Modified versions of these circuits could potentially
be used to regulate and optimise the commercial produc-
tion of protein therapeutics and industrially-relevant en-
zymes, or in metabolic engineering, to ensure the concen-

tration of an important pathway enzyme is maintained. The
use of negative feedback circuits has been proposed as a
method to ensure the reliable interconnection of two genetic
circuit modules, where the output of one circuit forms the
input of another (doi: https://doi.org/10.1101/336271). The
avoidance of a protein-based controller in negative feed-
back circuits such as these should be beneficial in these ap-
plications, through the expected reduction in cellular bur-
den associated with using an sRNA over another resource-
sapping protein. Indeed although not the focus of this work,
no difference in growth was observed between cells contain-
ing either circuit in the presence or absence of sRNA (Sup-
plementary Figure S15A, B & C). This implies that the sR-
NAs used in these feedback circuits impart a low burden
upon their hosts, supporting this hypothesis. As sRNAs are
simple nucleotide oligomers, with careful design they can
be constructed to target almost any mRNA sequence re-
quired. Re-engineering transcription factors to bind to dif-
ferent DNA sequences is possible but less straightforward
than redesigning nucleic acid sequences. Additionally one
sRNA sequence can be designed to target multiple mRNAs
with different efficiencies, opening up the possibility of syn-
thetic genetic feedback circuits of greater complexity than
has been possible to date. It is likely that synthetic biolog-
ical circuits that utilize small RNAs for control purposes,
as has been demonstrated in this paper, will provide a valu-
able component for the engineering of biological systems to
tackle a range of scientific and industrial challenges.

DATA AVAILABILITY

Genbank Accession Numbers of Plasmids:

• pCK200 MH822873
• pCK210 MH822874
• pCK221 MH822875
• pCK226 MH822876
• pCK209 MH822877
• pAH17 MH822878
• pCK220 MH822879
• pAH12 MH822880
• pAH15 MH822881
• pAH16 MH822882
• pCK222 MH822883
• pCK227 MH822884
• pAH23 MH822885

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online.

ACKNOWLEDGEMENTS

The authors thank Prof. Wei Huang for hosting CK, Dr
George Wadhams and Prof. Judith Armitage for their sup-
port and advice, Dr Tom Ellis for access to the Attune NXT
flow cytometer and William Shaw and assistance with the
flow cytometer.

FUNDING

Engineering and Physical Sciences Research Coun-
cil [EP/M002454/1]; Biotechnology and Biological

https://doi.org/10.1101/336271
https://doi.org/10.1101/336271
https://academic.oup.com/nar/article-lookup/doi/10.1093/nar/gky828#supplementary-data


Nucleic Acids Research, 2018 13

Sciences Research Council [BB/M011321/1]. Funding for
open access charge: University of Oxford RCUK Open
Access block grant.
Conflict of interest statement. None declared.

REFERENCES
1. Andrianantoandro,E., Basu,S., Karig,D.K. and Weiss,R. (2006)

Synthetic biology: new engineering rules for an emerging discipline.
Mol. Syst. Biol., 2, 2006.0028.

2. Anderson,J., Strelkowa,N., Stan,G.-B., Douglas,T., Savulescu,J.,
Barahona,M. and Papachristodoulou,A. (2012) Engineering and
ethical perspectives in synthetic biology. Rigorous, robust and
predictable designs, public engagement and a modern ethical
framework are vital to the continued success of synthetic biology.
EMBO Rep., 13, 584–590.

3. Kwok,R. (2010) Five hard truths for synthetic biology. Nature, 463,
288–290.

4. Müller,K.M. and Arndt,K.M. (2012) Standardization in synthetic
biology. Methods Mol. Biol., 813, 23–43.

5. Canton,B., Labno,A. and Endy,D. (2008) Refinement and
standardization of synthetic biological parts and devices. Nat.
Biotechnol., 26, 787–793.

6. Arkin,A. (2008) Setting the standard in synthetic biology. Nat.
Biotechnol., 26, 771–774.

7. Hucka,M., Finney,A., Sauro,H.M., Bolouri,H., Doyle,J.C.,
Kitano,H., Arkin,A.P., Bornstein,B.J., Bray,D., Cornish-Bowden,A.
et al. (2003) The systems biology markup language (SBML): a
medium for representation and exchange of biochemical network
models. Bioinformatics, 19, 524–531.

8. Oishi,K. and Klavins,E. (2011) Biomolecular implementation of
linear I/O systems. IET Syst. Biol., 5, 252–260.

9. Chen,Y.-J., Dalchau,N., Srinivas,N., Phillips,A., Cardelli,L.,
Soloveichik,D. and Seelig,G. (2013) Programmable chemical
controllers made from DNA. Nat. Nanotechnol., 8, 755–762.

10. Harris,A.W.K., Dolan,J.A., Kelly,C.L., Anderson,J. and
Papachristodoulou,A. (2015) Designing genetic feedback
controllers. IEEE Trans. Biomed. Circuits Syst., 9, 475–484.

11. Del Vecchio,D. (2015) Modularity, context-dependence, and
insulation in engineered biological circuits. Trends Biotechnol., 33,
111–119.

12. Moser,F., Broers,N.J., Hartmans,S., Tamsir,A., Kerkman,R.,
Roubos,J.A., Bovenberg,R. and Voigt,C.A. (2012) Genetic circuit
performance under conditions relevant for industrial bioreactors.
ACS Synth. Biol., 1, 555–564.

13. Aström,K.J. and Murray,R.M. (2010) Feedback Systems: An
Introduction for Scientists and Engineers. Princeton University Press,
Princeton.

14. Afroz,T. and Beisel,C.L. (2013) Understanding and exploiting
feedback in synthetic biology. Chem. Eng. Sci., 103, 79–90.

15. Khammash,M. (2016) An engineering viewpoint on biological
robustness. BMC Biol., 14, 22.

16. Del Vecchio,D., Dy,A.J. and Qian,Y. (2016) Control theory meets
synthetic biology. J. R. Soc. Interface, 13, 20160380.

17. Cosentino,C. and Bates,D. (2011) Feedback Control in Systems
Biology. CRC Press, Boca Raton.

18. Marciano,D.C., Lua,R.C., Katsonis,P., Amin,S.R., Herman,C. and
Lichtarge,O. (2014) Negative feedback in genetic circuits confers
evolutionary resilience and capacitance. Cell Rep., 7, 1789–1795.

19. Hoffmann,B., Valerius,O., Andermann,M. and Braus,G.H. (2001)
Transcriptional autoregulation and inhibition of mRNA translation
of amino acid regulator gene cpcA of filamentous fungus
Aspergillus nidulans. Mol. Biol. Cell, 12, 2846–2857.

20. El-Samad,H., Goff,J.P. and Khammash,M. (2002) Calcium
homeostasis and parturient hypocalcemia: an integral feedback
perspective. J. Theor. Biol., 214, 17–29.

21. Yang,X.-W., He,Y., Xu,J., Xiao,X. and Wang,F.-P. (2013) The
regulatory role of ferric uptake regulator (Fur) during anaerobic
respiration of Shewanella piezotolerans WP3. PLoS One, 8, e75588.

22. Rosenfeld,N., Elowitz,M.B. and Alon,U. (2002) Negative
autoregulation speeds the response times of transcription networks.
J. Mol. Biol., 323, 785–793.

23. Alon,U., Surette,M.G., Barkai,N. and Leibler,S. (1999) Robustness
in bacterial chemotaxis. Nature, 397, 168–171.

24. Ben-Zvi,D. and Barkai,N. (2010) Scaling of morphogen gradients by
an expansion-repression integral feedback control. Proc. Natl. Acad.
Sci. U.S.A., 107, 6924–6929.

25. Sheldrick,K.S. and Carr,A.M. (1993) Feedback controls and G2
checkpoints: fission yeast as a model system. Bioessays, 15, 775–782.

26. Murakami,H. and Nurse,P. (2000) DNA replication and damage
checkpoints and meiotic cell cycle controls in the fission and
budding yeasts. Biochem. J, 349, 1–12.

27. Dasso,M. and Newport,J.W. (1990) Completion of DNA replication
is monitored by a feedback system that controls the initiation of
mitosis in vitro: studies in Xenopus. Cell, 61, 811–823.

28. Gardner,T.S., Cantor,C.R. and Collins,J.J. (2000) Construction of a
genetic toggle switch in Escherichia coli. Nature, 403, 339–342.

29. Cameron,D.E. and Collins,J.J. (2014) Tunable protein degradation
in bacteria. Nat. Biotechnol., 32, 1276–1281.

30. Elowitz,M.B. and Leibler,S. (2000) A synthetic oscillatory network
of transcriptional regulators. Nature, 403, 335–338.

31. Stricker,J., Cookson,S., Bennett,M.R., Mather,W.H., Tsimring,L.S.
and Hasty,J. (2008) A fast, robust and tunable synthetic gene
oscillator. Nature, 456, 516–519.

32. Hsiao,V., de los Santos,E.L.C., Whitaker,W.R., Dueber,J.E. and
Murray,R.M. (2015) Design and implementation of a biomolecular
concentration tracker. ACS Synth. Biol., 4, 150–161.

33. Annunziata,F., Matyjaszkiewicz,A., Fiore,G., Grierson,C.S.,
Marucci,L., di Bernardo,M. and Savery,N.J. (2017) An Orthogonal
Multi-input Integration System to Control Gene Expression in
Escherichia coli. ACS Synth. Biol., 6, 1816–1824.

34. Samaniego,C.C. and Franco,E. (2017) An ultrasensitive motif for
robust closed loop control of biomolecular systems. In: 2017 IEEE
56th Annual Conference on Decision and Control (CDC).

35. Milias-Argeitis,A., Rullan,M., Aoki,S.K., Buchmann,P. and
Khammash,M. (2016) Automated optogenetic feedback control for
precise and robust regulation of gene expression and cell growth.
Nat. Commun., 7, 12546.

36. Qian,Y. and Del Vecchio,D. (2018) Realizing ‘integral control’ in
living cells: how to overcome leaky integration due to dilution? J. R.
Soc. Interface, 15, 20170902.

37. Briat,C., Gupta,A. and Khammash,M. (2016) Antithetic integral
feedback ensures robust perfect adaptation in noisy biomolecular
networks. Cell Syst., 2, 133.

38. Potvin-Trottier,L., Lord,N.D., Vinnicombe,G. and Paulsson,J.
(2016) Synchronous long-term oscillations in a synthetic gene
circuit. Nature, 538, 514–517.

39. Bashor,C.J., Helman,N.C., Yan,S. and Lim,W.A. (2008) Using
engineered scaffold interactions to reshape MAP kinase pathway
signaling dynamics. Science, 319, 1539–1543.

40. Siu,Y., Fenno,J., Lindle,J.M. and Dunlop,M.J. (2018) Design and
selection of a synthetic feedback loop for optimizing biofuel
tolerance. ACS Synth. Biol., 7, 16–23.

41. Dragosits,M., Nicklas,D. and Tagkopoulos,I. (2012) A synthetic
biology approach to self-regulatory recombinant protein production
in Escherichia coli. J. Biol. Eng., 6, 2.

42. Stapleton,J.A., Endo,K., Fujita,Y., Hayashi,K., Takinoue,M.,
Saito,H. and Inoue,T. (2012) Feedback control of protein expression
in mammalian cells by tunable synthetic translational inhibition.
ACS Synth. Biol., 1, 83–88.

43. Becskei,A. and Serrano,L. (2000) Engineering stability in gene
networks by autoregulation. Nature, 405, 590–593.

44. Dublanche,Y., Michalodimitrakis,K., Kümmerer,N., Foglierini,M.
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